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ABSTRACT: Acidity, hypoxia, and glucose levels characterize the tumor
microenvironment rendering pH, pO2, and pGlucose, respectively, important
indicators of tumor health. To this end, understanding how these parameters
change can be a powerful tool for the development of novel and effective
therapeutics. We have designed optical chemosensors that feature a quantum
dot and an analyte-responsive dye. These noninvasive chemosensors permit
pH, oxygen, and glucose to be monitored dynamically within the tumor
microenvironment by using multiphoton imaging.

■ INTRODUCTION

Chemosensors have found application in the diverse areas of
medicine,1−6 national security,7−13 aeronautics,14−22 and
environmental science.23−31 Signal transduction within a
chemosensor construct involves modulation of an output signal
upon recognition of an analyte by either a physical or a
chemical process,32−42 which is sometimes referred to as a
“3R”recognize, relay, and reportsensing scheme.43,44 Of
the various signal outputs, light emission is an especially
convenient reporter on the presence of a target analyte.
Modulation of the emission lifetime, energy-transfer efficiency,
or intensity45 is typically performed against a low background
signal, and hence high dynamic ranges are achievable.46 In
addition, light emission can continuously report on an analyte
in real time47,48 on nanometer length scales with a nanosecond
time response.49−51 Indeed, the presence of an analyte has been
detected at the single-molecule limit with emission.52−57 Such
sensors may be incorporated into a variety of imaging devices
including optical fibers and waveguides.44,58−60 Together, these
properties make luminescent chemosensors ideal for sensing,
particularly for the detection of analytes in the biological milieu.
If luminescence is the desired detection signal, then inorganic

nanocrystals or quantum dots (QDs) are a preferred chemo-
sensing scaffold, owing to their unique photophysical proper-
ties.61−74 Typically, the luminescence of suitably prepared QDs
is unperturbed by changes in their environment (i.e.,
luminescence is constant in both the presence and absence of
analyte),75 affording a suitable framework for ratiometric

sensing, which relies on signal changes relative to an internal
standard to quantify the amount of analyte.

■ SENSOR DESIGN PRINCIPLES

The salient feature of QD photophysics is tunability with the
particle size, which is due to quantum confinement. When a
bulk semiconductor absorbs a photon with energy greater than
the band gap, an electron is promoted from the valence band
(VB) to the conduction band (CB), creating a free electron and
free hole. If the photon has energy slightly less than the band
gap by an amount equal to the phonon energy, an exciton will
form. An exciton is a bound electron−hole pair that is held
together by Coulombic interactions. The energy required to
form an exciton is thus lowered by the binding energy of the
electron and hole; the exciton binding energy of CdSe is 15
meV or 1.4 kJ/mol. Excitons can move through the crystal
lattice and transport energy, but not charge, because it is an
electronically neutral entity.76 As the size of the semiconductor
decreases, the optical properties of the material are modulated.
The relevant length scale of an exciton is its Bohr radius, which
is defined as the spatial extension of the electron−hole pair. For
CdSe, a photogenerated exciton delocalizes over a distance of
∼12 nm. When the size of the semiconductor is on the order of
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the Bohr radius, the exciton wave function is perturbed,
resulting in quantum confinement (Figure 1).77,78 The energy

of confinement of the exciton in the crystal exceeds the
Coulomb energy, resulting in molecule-like states rather than
bands in the bulk material. As a result, the exciton wave
function is affected, giving rise to changes in the density of the
electronic states and the energy level separation. The exciton
behaves as a particle in a box in which the energy depends on
the size of the box (∼1/r2).79 Thus, the effective band gap (Eg)
increases with decreasing size, and discrete energy levels arise at
the band edges, thus resembling a highest occupied molecular
orbital (HOMO)−lowest unoccupied molecular orbital
(LUMO) gap.61,78

QDs have broad absorption profiles with high extinction
coefficients that are complemented by narrow, Gaussian-shaped
emission features that are tunable with size (vide supra). For
CdSe QDs, small dots with ∼2 nm diameter exhibit blue
emission under near-UV excitation, whereas larger dots with ∼6
nm diameter emit red light. Typically, QDs also exhibit high
luminescence quantum yields, which may be improved by
overcoating the QD with a higher-band-gap semiconductor
(such as ZnS or CdZnS overcoats for CdSe) in a core/shell
motif. The shell passivates sites on the surface of the core that
would otherwise lead to nonradiative exciton recombina-
tion.80,81 CdS-overcoated CdSe QDs can give stable
luminescence with near-unity (>95%) quantum yields.82

These properties contrast traditional organic fluorophores,
which are prone to photobleaching as well as possesses narrow
absorption profiles accompanied by broad emission features
that tail into the red.83 As a result, QDs have become popular
fluorophores for biological imaging84,85 and they have found
application as fluorescent tracers in microscopy,86,87 molecular
target imaging,88 cell tracking,85,89 and tumor pathophysiol-
ogy.90

If a chemosensor is to be coupled to a QD scaffold, then
energy must be transferred between the QD and chemosensor
active site. One of the most common methods of energy
transfer within a nanoparticle QD construct is Förster
resonance energy transfer, or FRET.91 In this mechanism,
energy is transferred from a donor (D) fluorophore to an

acceptor (A) molecule (Figure 2a) through-space via a long-
range dipole−dipole interaction.92 FRET decreases the

emission intensity of the donor and transfers the energy to
an acceptor molecule. Initially, both the donor and acceptor
have two electrons in their HOMO (i.e., a ground-state singlet).
Upon absorption of a photon, one of the electrons in the
HOMO of the donor is promoted to the LUMO (Figure 2c).
During FRET, the excited electron in the donor returns to the
ground state without emitting a photon, while, simultaneously,
an electron in the acceptor is promoted from the HOMO to
the LUMO (Figure 2c). The excited acceptor may then relax to
the ground state either by fluorescence or by nonradiative
decay.
In a FRET-based sensor, the donor is selected such that it

has favorable absorption properties in the desired optical range,
while the acceptor is selected for analyte sensitivity and
emission properties (i.e., optical readout of the analyte
concentration). The FRET pair must be judiciously selected
such that emission of the donor is energetically similar to
absorption of the acceptor so that efficient energy transfer can
occur. The efficiency (E) of energy transfer between a donor
and an acceptor via FRET is reflected in the donor−acceptor
distances and energy-transfer rates:
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where r is the distance between the donor and acceptor, R0 is
the Förster distance or the distance at which the energy-transfer
efficiency is 50%, kD−A is the rate of energy transfer, and τD is
the lifetime of the donor in the absence of an acceptor. If there
are multiple acceptors per donor molecule, m accounts for the
number of acceptors per donor. On the basis of eq 1, it is clear
that E increases with increasing values of m. With an increase in
E, the amount of output signal from the acceptor is increased;
this is particularly advantageous for imaging and sensing
applications. Thus, the majority of QD sensor constructs
feature many acceptor fluorophores per QD donor (vide infra).
For systems where m > 1, measurements of r are average

Figure 1. Schematic of quantum confinement. As the size of the
particle decreases, the exciton or bound electron−hole pair is confined
to the dimension of the particle and behaves like a particle in a box
with E ∼ 1/r2. This results in an increase in the effective band gap (Eg)
of the semiconductor and the formation of discrete energy levels at the
band edges.

Figure 2. (a) Schematic representation of a QD donor (D) and
fluorophore acceptor (A), which is promoted to an electronic excited
state via FRET. (b) Illustration of the spectral overlap between donor
emission (green) and acceptor absorption (red) profiles. (c) Molecular
orbital representation of the FRET process.
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distances that reflect the ensemble of donor−acceptor
constructs, unless each construct has identical fixed donor−
acceptor distances and identical values of m. The FRET
efficiency E can be determined experimentally with knowledge
of the emission lifetimes

τ
τ

= − −E 1 D A

D (2)

where τD−A is the lifetime of the donor in the presence of an
acceptor. R0 can be calculated from the spectral overlap integral
of donor emission and acceptor absorption (Figure 2b):
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where FD(λ) is the normalized emission intensity of the donor,
εA(λ) is the extinction coefficient of the acceptor at wavelength
λ, κ2 is the relative orientation factor of the transition dipoles,
ΦD is the quantum efficiency of the donor, N is Avogadro’s
number, and n is the index of refraction of the medium. The
latter half of the equation is known as the spectral overlap
integral and is often denoted by the variable J. Typically, critical
FRET length scales for R0 range from 2 to 9 nm.46 Because
QDs have readily tunable emission profiles, they serve as
attractive FRET donors because the overlap integral in eq 3
may be adjusted with fidelity.
FRET may occur by one- or two-photon absorption. The

latter is especially important for in vivo applications because
absorption of endogenous chromophores, particularly hemo-
globin and melanin, is minimal in the so-called “tissue
transparency window” of 600−1100 nm. Moreover, owing to
the decrease of scattering with increasing wavelength, the
penetration depth of these wavelengths is on the order of
millimeters in most tissues.93 A further advantage of two-
photon excitation is shown in Figure 3, which shows a sample

of fluorescein irradiated under (a) one- and (b) two-photon
excitation conditions. Under one-photon excitation, the focal
region is proportional to the intensity of the incident light.
Conversely, the excitation profile depends on the square of the
intensity for a two-photon process and rapidly decays from the
focal point. As a result, the two-photon excitation volume is

much smaller than the one-photon excitation volume, thereby
increasing the spatial resolution of the signal. Indeed, the two-
photon excitation densities are factors of 102 and 104 smaller at
the axial distances of 1.1 and 10 μm, respectively, from the focal
point, resulting in an excitation volume element that is
substantially smaller than that of a one-photon excitation.94

The observed emission under one-photon excitation exhibits an
hourglass shape, generating a streak of emission along the beam
path. In contrast, two-photon excitation exhibits a sharp
pinpoint emission at the focal point of the excitation source.
As a result, the small focal volume of two-photon excitation
minimizes photobleaching and photodamage and is especially
convenient for producing spatial maps of an analyte in
heterogeneous microenvironments.95−97 For these reasons,
multiphoton laser-scanning microscopy (MPLSM) has become
a powerful, routine imaging technique. It uses near-IR (NIR)
light in the 600−1100 nm region to exploit the tissue
transparency window and allows for greater depth penetration
and deep tissue imaging. MPLSM provides noninvasive three-
dimensional optical imaging with significant depth penetration
(450−600 μm) and approximately 1 μm of spatial reso-
lution.93,98−101

The two-photon transition occurs via a virtual state. The
absorption cross section (σ2) can be estimated using a single
intermediate-state approximation102

σ σ σ τ= ij jf j2 (4)

where σij is the absorption cross section for the transition from
the initial state i to the intermediate state j, σjf is the absorption
cross section for the transition from the intermediate state j to
the final state f, and τj is the lifetime of the intermediate state.
The parameter τj determines the time scale for photon
coincidence and is 10−15 s or less for a virtual state (i.e.,
simultaneous photon absorption). Alternatively, multiphoton
excitation may be sequential if the intermediate state is a real
state with a lifetime of 10−9−10−12 s. A one-photon absorption
cross section (σ1) may be estimated using the length of the
transition dipole. For a typical organic fluorophore with a 10−8

cm dipole transition, σ1 is approximately 10−16 or 10−17 cm2.
Using these values and eq 4, one may estimate a two-photon
absorption cross section of 10−49 cm4 s/photon or 10
Göppert−Mayer (GM) for a typical chromophore, where 1
GM = 10−50 cm4 s/photon.103 Indeed, the two-photon
absorption cross section of typical fluorophores is 10−100
GM.103−106 For example, fluorescein, a popular fluorescent dye
commonly used in biological labeling, exhibits σ2 from 8 to 37
GM in the 690−960 nm range, with the absorption maximum
observed at 780 nm.105 Some conventional fluorophores exhibit
notably high σ2 values: Cy3 with 140 GM and Rhodamine 6G
with 150 GM, both at 700 nm.105 More recently, design
principles have been recognized that have led to the
preparation of organic molecules with large (1000−10000
GM) two-photon absorption cross sections.94,107 Notwith-
standing, owing to low two-photon absorption cross sections of
typical dyes, most analyte-sensitive dyes cannot be used directly
for MPLSM applications. Conversely, QDs exhibit large two-
photon absorption cross sections,108−112 with values of σ2 as
high as 47000 GM for CdSe/ZnS QDs.109 This exceptionally
high σ2 gives rise to the utility of the QD as a two-photon
antenna for an analyte-sensitive dye so that biological sensing
can be accomplished under multiphoton excitation.
To that end, our research groups have developed a series of

ratiometric, two-photon optical sensors where the QD is a

Figure 3. (a) One- and (b) two-photon excitation of the same sample
of fluorescein. Two-photon excitation produces fluorescence within
the focal volume, which is highlighted with a yellow circle.
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scaffold to which an analyte-sensitive fluorophore is appended.
The QD serves as a (multi)photon antenna, and absorbed
energy is transferred to the attached dye via FRET. By having a
two-color response (i.e., QD and appended fluorophore with
different emission profiles), one can internally reference the
output intensity of the construct, making ratiometric sensing
possible. If QD emission is constant in a given construct, one
can use the fluorophore/QD emission ratio to quantify the
analyte concentration. This is usually the case and it applies to
the chemosensors that we have constructed. If both donor and
acceptor emission profiles change as a function of analyte, then
the fluorophore/construct (QD + fluorophore) emission ratio
serves as a measure of the analyte concentration. This is a self-
consistent measurement that is independent of the construct
concentration and environmental factors (sample scattering,
turbidity, etc.), rendering this sensing strategy particularly
useful for biological applications. Figure 4 illustrates the

different optical responses that we have exploited. In a “turn-
on” sensor (Figure 4a), fluorophore emission is enhanced upon
analyte binding. This strategy is used in glucose binding to
boronic acid modified fluorophores. In a “turn-off” sensor
(Figure 4b), dye emission is quenched in the presence of an
analyte. By using phosphorescent molecules, we have
developed oxygen sensors that operate by collisional quench-
ing. Finally, changes in the FRET efficiency have been used to
measure analyte concentration. The spectral overlap of the QD

and fluorophore can be modulated as a function of the analyte
(Figure 4c). Alternatively, varying the QD−fluorophore
distance with analyte concentration can also modulate the
FRET efficiency (Figure 4d). Both of these strategies have been
used in the development of pH sensors. These various sensing
motifs are described below.

■ TUMORS AS CHEMOSENSING TARGETS
New chemosensors and probes for tumor biology can answer
fundamental questions about cancer development and disease
progression.113 There are three key parameters that serve to
define the metabolic profile of a tumor: glucose, pH, and
oxygen because these serve as direct measures of tumor
consumption, metabolism, and respiration, respectively.114,115

Owing to the biological relevance of these three analytes, the
scope of this manuscript is limited to QD-based sensors for pH,
oxygen, and glucose. Other examples will be included where
relevant. The interested reader is directed to a series of reviews
by Mattoussi and co-workers covering additional applications of
QDs to the fields of biosensing and bioimaging.84,116−118

While most normal cells rely on mitochondrial oxidative
phosphorylation, tumors exploit anaerobic glycolysis for energy
needs.119,120 Because glycolysis is less efficient than mitochon-
drial respiration, tumors exhibit greater glucose consumption
than normal tissue. As a result, the tumor environment is
characterized by low extracellular pH (6.6−6.8)115 due to the
presence of lactic acid,121 as a product of anaerobic glycolysis,
and carbonic acid, which is derived from dissolved CO2 as a
product of aerobic respiration. These species tend to
accumulate in the tumor because of inefficient removal
pathways.122

Tumor vasculature is heterogeneous, dilated, and leaky,
resulting in inefficient delivery of blood and oxygen.123,124 As a
result, the tumor is characterized by hypoxia (pO2 ≤ 5 Torr),
which stimulates angiogenesis (the formation of new blood
vessels), can induce tumor cell apoptosis (programmed cell
death), and enables tumor cells with defects in apoptosis
pathways to survive. The concentration of pH and oxygen
species affects tumor cell metabolism, tumor cell proliferation
and viability, and glucose and oxygen consumption rates.115

Together, tumor acidity and hypoxia incapacitate immune cells,
render tumor cells invasive and metastatic, and induce the
expression of angiogenic factors, which trigger and stimulate
tumor growth.125−127

One emerging strategy to treat cancer is to target
angiogenesis because tumors require blood vessels for growth
and metastasis.128−133 More than 500 million people worldwide
are predicted to benefit from pro- or antiangiogenic treat-
ments.134 While antiangiogenic therapy has provided short-
term benefits,135,136 long-term studies show that the tumors
reappear more aggressively,137−139 possibly because antiangio-
genic agents increase the population of cancer stem cells
(CSCs) in a tumor by generating a hypoxic environment.140

CSCs are slow-cycling cells that exhibit a metastatic phenotype.
They can give rise to diverse populations of cells, including
nontumorigenic cancer and stromal cells; thus, they are
implicated in tumor repopulation and subsequent relapse
after chemotherapy.141−147 Additionally, hypoxia induces the
expression of stem cell markers in cancer cells,148,149 and
antiangiogenic therapy elicits the malignant progression of
tumors.150 Because angiogenesis allows tumors to grow in size,
their leaky vasculature results in hypoxia, which fuels the CSC
population.151 For these reasons, a combination of antiangio-

Figure 4. Schematic representation of the optical responses utilized in
our sensors. (a) A turn-on sensor exhibits fluorescence enhancement
upon analyte binding. (b) A turn-off sensor exhibits fluorescence
quenching in the presence of analyte. The final two strategies illustrate
sensing via changes in the FRET efficiency by either modulating the
spectral overlap integral (c) or changing the donor−acceptor distance
(d) as a function of analyte concentration.

Inorganic Chemistry Forum Article

dx.doi.org/10.1021/ic401587r | Inorg. Chem. 2014, 53, 1900−19151903



genic therapy and chemotherapy has been shown to be effective
in the long term.152 However, this combination of therapies
raises a paradox: chemotherapy attacks malignant tissue directly
while antiangiogeneic therapy destroys the very vessels required
to deliver drugs. Thus, one might expect that antiangiogeneic
therapy may hinder the efficacy of chemotherapeutics.153−155

One of us has hypothesized that certain antiangiogenic
therapies can transiently “normalize” the distended tumor
vasculature, resulting in the more efficient delivery of oxygen
and drugs.113 In this “Normalization Hypothesis”, there is a
time window in which tumor vasculature resembles normal
vessels after the administration of an antiangiogenic drug.
Because normalized vessels are less leaky and dilated, the
transport of nutrients, waste, oxygen, and drugs is greatly
enhanced. However, excessive dosage of antiangiogenic drugs
results in the destruction of vessels, making them inadequate to
deliver drugs. Such therapies improve tumor oxygenation over
brief periods of time, thereby suggesting the presence of a
vasculature normalization window.136,156 However, the func-
tional parameters of glucose concentration, pH, and pO2 have
not been efficiently characterized as this process occurs. By
profiling the metabolism of the tumor and quantifying changes
in these species, tumor health may be assessed and therefore
chemotherapeutics can be timed appropriately to have a
maximal effect. In this way, understanding how the metabolic
profile of the tumor changes as a function of disease
progression provides a path to develop novel therapeutics
based on antiangiogenic agents.
To this end, the need to monitor real-time changes in pH,

pO2, and pGlucose in the tumor microenvironment provides an
imperative to create QD nanosensors. Ideally, one could
observe the normalization process by monitoring how the
oxygen and pH levels change over the course of antiangiogenic
therapy. Once these functional parameters of the tumor
resemble that of normal tissue, the tumor could then be
treated with a high dose of chemotherapy or radiation because
the circulation of drugs and oxygen would be most efficient to
destroy the tumor. Conversely, oxygen levels must be
monitored such that antiangiogenic therapies are not overdosed
to excessively prune the vasculature. This may leave behind
viable CSCs to repopulate the tumor. Alternatively, oxygen
sensors could be used to determine the oxygen level in a tumor
(anoxic, hypoxic, or normoxic) so that an appropriate course of
therapy could be administered given the tumor type, thus
resulting in “personalized medicine”. For example, radiation
therapy relies on a high oxygen content to produce and
propagate reactive oxygen species to destroy tumor cells,157 but
hypoxic tumors are much less sensitive to radiation.123 The
ability to rapidly determine and monitor changes in tumor
oxygenation, pH, or glucose levels can therefore help to
determine the best course of therapy and improve patient
outcomes.

■ QD CONJUGATION CHEMISTRY
As synthesized, QDs are hydrophobic with tri-n-octylphosphine
oxide or some other hydrophobic molecule as the capping
ligand.61 The surface of the QD must be modified to impart
water solubility and biocompatibility. One method to confer
water solubility is to coat a CdSe/CdS or CdSe/ZnS core/shell
structure with a layer of silica,158 while another is to use
mercaptoacetic acid to passivate the surface.159 The surfaces of
QDs have been modified with phospholipids,86 amphipilic
polymers,88,160 dendrimers,161−166 and oligomeric phos-

phines167 to make them water-soluble. An alternative approach
is to exchange the hydrophobic capping ligand for a
multidentate hydrophilic ligand.89,168−171 We have developed
two such ligands to solubilize QDs: a dihydrolipoic acid−
polyethylene glycol (DHLA−PEG) polymer172 and an
imidazole-based copolymer.173 Schematic representations of
these two ligand systems are presented in Figure 5. This work

was motivated by Mattoussi and co-workers report of a similar
set of functionalized DHLA−PEG ligands.174−176 While DHLA
is commonly used to solubilize QDs in aqueous environments,
these QDs are unstable below pH 6, are not easily derivitized,
and typically show high nonspecific binding in cell cultures.
The stability of the QDs is greatly enhanced by the addition of
a PEG unit in the DHLA−PEG ligand. These QDs are stable
from pH 5.0 to 9.5, have a small hydrodynamic diameter (10−
12 nm), and preserve a high quantum yield (Φ = 65% in
hexane and Φ = 30−40% in water after ligand exchange).
Additionally, the terminal hydroxyl group of the DHLA−PEG
ligand enables further derivitization to either a terminal amine
or carboxylic acid. This allows the surface charge to be tuned as
well as permits conjugation of fluorescent tags, proteins, or
other molecules of interest. QDs solubilized with a 4:1 blend of
DHLA−PEG and the amine-functionalized analogue (Figure
5a) showed minimal nonspecific binding to HeLa cell cultures.
Moreover, specific targeting of cells was achieved. COS7 cells
transfected with human EGF receptor were incubated with
biotinylated EGF. DHLA−PEG QDs that were modified with
streptavidin selectively bound to the biotinylated cells, thus
demonstrating proof-of-concept cell-specific tagging in vitro.172

The DHLA−PEG QDs are not exceptionally stable over long
periods of time. After 1 week of storage at 4 °C in the dark, the
QD exhibited ligand loss, as evidenced by electrophoresis
studies, and an increase in nonspecific binding to HeLa cells in

Figure 5. Schematic representation of hydrophilic ligands developed in
our research groups to solubilize QDs: (a) DHLA−PEG; (b)
poly(PEG)−PIL. These ligands feature a terminal amine group that
enables further derivitization.
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vitro was observed. To overcome this deficiency, a polymeric
imidazole ligand (PIL) was developed (Figure 5b).173 This
copolymer is prepared by reversible addition−fragmentation
chain-transfer (RAFT) polymerization177 of three vinyl-
modified monomers: ∼50% imidazole for QD surface binding,
∼25% PEG for water solubility, and ∼25% terminal amine for
further derivitization. The resultant polymer has a typical
molecular weight of ∼14 kDa with a very narrow distribution
(PDI < 1.2). QDs coated with this ligand are photostable under
ambient conditions for at least 2 months, whereas the DHLA−
PEG QDs precipitate within 15 h. Additionally, these modified
QDs are stable from pH 5.0 to 10.5, have small hydrodynamic
diameters (10−12 nm), and exhibit high quantum yields (Φ =
90% in octane and Φ = 65% in water after ligand exchange).
Together, these properties make PILs attractive ligands for
biological applications. Specific binding between streptavidin-
modified PIL QDs and HeLa cells transfected to express biotin
on the cell surface was observed. If the PIL polymer contains
<10% free amine, little nonspecific binding to HeLa cells is
observed. Moreover, PIL-coated QDs exhibited negligible
nonspecific binding to serum proteins, making them attractive
fluorophores for in vivo applications.
The distribution dynamics of PIL QDs was studied in the

tumor vasculature of live mice implanted with a breast tumor
model. QD tracking was performed using MPLSM with 880
nm excitation; and the results are illustrated in Figure 6. The
red signal is due to QD emission, while the green signal is due
to green fluorescence protein (GFP) expression in the vessel
wall. Immediately after injection, it was found that QDs were
confined to the vessel lumen. After 3 h, the QDs have begun to
clear from the vasculature and diffuse into the tumor tissue.
After 6 h, the QDs have extravasated into the tumor tissue,
giving a uniform distribution of the red signal over the field of
view. This result indicates that PIL-coated QDs are small,
stable, and biocompatible, rendering them useful scaffolds to
construct sensors for in vivo applications.173

We devised a QD nanoparticle size series (10−150 nm) with
the aim of understanding the dynamics of QD extravasation
and probing transport barriers in tumor vasculature.178 Small
(10−20 nm) particles were solubilized using PIL,173 whereas
medium (20−70 nm) particles were coated with a layer of
silica. Large (100−150 nm) particles were prepared using
preformed silica particles as templates to incorporate amine-

functionalized QDs via electrostatic interactions. To study
biological transport, a mixture of three nanoparticles (12 nm
particles with 476 nm emission, 60 nm particles with 606 nm
emission, and 125 nm particles with 540 nm emission) was
injected into a mouse bearing an Mu89 human melanoma
xenograft. The tumor was imaged using MPLSM with 800 nm
excitation. After an extravasation period of 90 min, the
distribution of the particles was recorded. It was found that
the 12 nm particles readily diffuse away from the vessels and
into the tumor tissue with minimal hindrance. Conversely, the
60 nm particles remain in the perivasculature region of the
tumor (<10 μm from the vessel), while the 125 nm particles do
not appreciably extravasate.178

■ QD-BASED PH CHEMOSENSORS
The earliest and most prevalent QD chemosensors of pH
featured a change in the fluorescence intensity and/or
wavelength as a function of pH. The chemosensors usually
use CdTe QDs, either as a suspension179−186 or in layered
polymer/QD hybrid microspheres.187−191 Other QD examples,
including CdSe/ZnS core/shell structures,192,193 graphene
QDs,194 and Mn-doped ZnSe QDs,195 have also exhibited a
pH response. Of these systems, few are ratiometric because
there is no internal intensity standard, although some feature
multicolor emission with the inclusion of a second
QD.181,189,190,192 The proton flux of ATP synthase in
viruses181,182 and pH changes in human ovarian cancer
cells193 have been monitored using this type of QD
chemosensor. Alternatively, a variety of QDs have been coated
with a pH-responsive polymer. In terms of synthetic polymers,
diblock copolymers of pyridine and pyrene196 or benzene197 are
pH-sensitive; the former example is ratiometric and operates
using FRET. QDs have also been coated with nonfluorescent
biopolymers such as the polysaccharide chitosan198,199 or
human serum albumin;200 conformational changes of these
polymers are responsive to the pH and thus modulate QD
fluorescence. Additionally, QDs have been combined with a
chaperonin protein template in a solid-state electrochemical pH
sensor.201

A more popular methodology for pH sensing appends a
fluorophore with a known pH-response profile to a QD
scaffold. pH-sensitive proteins, such as the fluorescent protein
mOrange, have been appended to QDs to furnish FRET-based

Figure 6. Time lapse in vivo two-photon imaging of a breast cancer tumor in a mouse model, studying the distribution dynamics of PIL-coated QDs.
The red signal is due to PIL QD emission, while the green signal is from GFP expressed on the surface of vascular endothelial cells that line the
vessel wall. After injection (t = 0 h), the QD is confined to the vessel. Over time, the QDs extravasate and diffuse into the tumor tissue, giving a
homogeneous distribution after 6 h. Reprinted with permission from ref 173. Copyright 2010 American Chemical Society.
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ratiometric pH sensors.202,203 For solution-based sensors, a
variety of pH-responsive chromophores have been used: 4-
nitrophenylazophenolate,204,205 dopamine,206,207 fluorescein
derivatives,208−210 and carbocyanine dyes.211 Also, a variety of
solid-state devices composed of sol−gel matrixes combine a
QD with bromocresol purple,212 Nile Blue,213 and a variety of
other pH dyes.214

We have elaborated a FRET-based chemosensing scheme to
produce a series of ratiometric pH sensors. Amide bond
formation was used to covalently append a squaraine dye (pKa
∼ 8.5) to a CdSe/ZnS QD solubilized with an amphiphilic
polymer, giving a dye/QD ratio of ∼3:1. This construct
operates via modulation of the FRET efficiency as a function of
pH (Figure 4c). While QD emission is pH-independent,
absorbance of the squaraine dye increases with decreasing pH,
thereby changing the spectral overlap integral J (eq 3) as a
function of pH. Under basic conditions (pH 10), the
absorbance of the squaraine is suppressed, R0 is ∼6.0 nm,
and the emission spectrum of the sensor is dominated by the
QD. Under acidic conditions (pH 6), the absorbance of the
squaraine is at a maximum and R0 is ∼6.8 nm. Because the
FRET efficiency has increased, QD emission is quenched and
emission from the dye dominates. Thus, the ratio of QD to
squaraine emission serves as a measure of the pH. This
ratiometric approach is powerful, enabling the use of the sensor
in turbid media. When the sensor was used in a suspension of
silica microspheres, the sensitivity of the sensor was preserved,
making this an attractive construct for biological microenviron-
ments displaying heterogeneity.215

To better match the biologically relevant pH regime of 6−8,
a SNARF-5F fluorophore (pKa ∼ 7.2) was employed as a pH
chemosensor.216 The construct uses a CdSe/CdZnS QD
coated with a dihydrolipoic acid modified poly(aminoamine)
(DHLA−PAMAM) dendrimer for water solubility. The
starburst structure provides a high degree of ligation to couple
many dyes (up to 26) per QD; dye/QD ratios of 26:1 may be
obtained. Similar to the squaraine construct, the SNARF-5F
construct operates by modulating the spectral overlap integral
as a function of pH. It was found that R0 increased from 4.46 to
4.68 nm upon increasing the pH from 6 to 9; this corresponds
to FRET efficiencies of 25% and 37.5%, respectively. QD
emission dominates at low pH, while SNARF-5F emission
dominates at high pH, owing to quenched QD emission. The

construct was studied in phosphate buffer with 4% bovine
serum albumin (BSA) under 365 nm excitation. The sensor
exhibits excellent sensitivity in the pH 6−8 range, although
SNARF-5F fluorescence is diminished relative to the construct
in the absence of BSA. The ratiometric pH-dependent emission
profile is maintained under two-photon excitation (λexc = 800
nm) of the QD chemosensor.
Preliminary in vivo imaging studies using the QD-SNARF-5F

chemosensor have been performed. Mice bearing a dorsal
skinfold chamber were implanted with LS174T human
colorectal adenocarcinoma xenografts. A solution of the sensor
was applied directly to the tumor and allowed to diffuse into
the tissue. Cascade blue dextran was coinjected as a vascular
marker. MPLSM was performed using 800 nm excitation, and
fluorescence was collected in three separate optical channels:
blue for vascular imaging, green for QD emission, and red for
SNARF-5F emission. Figure 7 shows a series of in vivo images
of the tumor; additional images are provided in Figure S1.
Figure 7a illustrates the hallmarks of tumor vasculature dilated,
heterogeneous vessels (blue) that do not uniformly penetrate
the tissue. A radial pH gradient emanating from the vessel is
observed, as the red signal transitions to green from left to right
across the image. It is likely that the large vessel provides
sufficient clearance of metabolic byproducts to maintain near-
normal pH, whereas the tissue far from the vessel accumulates
lactic acid from glycolysis. Figure 7b features a network of
vessels in the tumor tissue that is rather acidic, as evidenced by
the dominant green signal on either side of the vascular
network that runs through the center of the image. Figure 7c
clearly illustrates a pH gradient in the tumor tissue, as
evidenced by the transition from a red to a green signal,
thereby demonstrating the microheterogeneity of the tumor
environment.
The ratio of red to red + green emission (SNARF/construct

ratio) was used to measure the pH. QD emission is not
constant as a function of the pH because of changes in the
FRET efficiency. A qualitative proof-of-concept experiment was
performed in which images were acquired over 90 min
following glucose injection. As expected, the red/(red +
green) ratio decreased over this time because the pH should
decrease after inducing hyperglycemia (i.e., average QD
emission increases as SNARF-5F emission decreases). How-
ever, many of the observed ratios fell outside of the values

Figure 7. Preliminary in vivo imaging and pH sensing using a QD-SNARF conjugate in a LS174T human colorectal adenocarcinoma model: (a) a
highly vascularized area of a tumor that clearly demonstrates the distended, irregular nature of tumor blood vessels; (b) an area of the tumor that
demonstrates more normalized vasculature, in contrast to the vessels presented in part a; (c) an area of tumor tissue not adjacent to vessels that is
dominated by SNARF and QD emission.
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obtained from in vitro calibration. As a result, we have
demonstrated qualitative pH changes in vivo. To obtain
quantitative results, additional calibrations must be performed
that better mimic in vivo conditions, such as ex vivo tissue
calibrations. One additional issue that complicates the use of
the ratio is that red and green light scatter differently in
tissue.217 As a result, the ratios will depend on both the depth
of imaging and the optical properties of the tissue above the
imaging plane.
As an alternative to using a pH-responsive fluorophore, we

have developed a pH sensor that operates by conformational
gating of FRET;218 sensing is accomplished by physically
modulating the donor−acceptor distance as a function of
analyte concentration (Figure 4d). In this construct, a PIL-
coated CdSe/CdS QD is appended with Rox, a pH-insensitive
fluorophore. The two are connected with a cytosine-rich
oligonucleotide that folds or unfolds in response to pH changes
due to protonation or deprotonation of the cytosine imino
group. At high pH (∼8), the oligonucleotide adopts an
extended duplex structure, separating the QD and Rox dye by
9.4 nm. As a result, the FRET efficiency is low (9%) and QD
emission dominates. Conversely, the protonated oligonucleo-
tide (pH 6) adopts a folded triplex motif, reducing the QD−
Rox distance to 6.3 nm, which corresponds to a 48% FRET
efficiency. At low pH, Rox emission is greatly enhanced and
QD emission is quenched, providing a ratiometric pH response.
The effective pKa for this duplex/triplex transition is ideal for
studying mildly acidic biological environments. HeLa cells were
incubated with the QD−Rox sensor for 10 min, enabling the
sensor to be endocytosed. The cells were then imaged using
confocal microscopy (λexc = 488 nm), and the pH values of the
resultant endosomes were determined 0, 10, 20, and 30 min
after incubation. During this time, the pH decreased from an
average value of 7.4 to 6.9, with a significant number of
endosomes exhibiting a pH of 6.0 after 30 min, demonstrating
the utility of this construct in biologically relevant pH regimes.

■ QD-BASED OXYGEN CHEMOSENSORS
Many oxygen-responsive phosphors have been reported based
on iridium219 or ruthenium220 polypyridine complexes.
Platinum and palladium porphyrins are especially well-suited
for oxygen-sensing applications, as well, because of their strong
room temperature phosphorescence in the 650−800 nm range
and long (∼102 μs) phosphorescence lifetime.221 Most oxygen
chemosensors heretofore have relied on immobilization of
these porphyrins in polymer matrixes,221,222 on solid
surfaces,221,223 or in mesoporous silica.221,224 To date, there
have been very few examples of QDs paired with an oxygen-
responsive phosphor, and nearly all have been embedded in a
sol−gel matrix. These solid-state sensors have featured
ruthenium(II) bipyridine (bpy) complexes,225,226 ruthenium-
(II) phenanthroline (phen) complexes,226 platinum(II) por-
phyrins,227−229 and platinum(II) octaethylporphyrin ke-
tone.230,231 Only the platinum(II) octaethylporphyrin ketone
examples utilize the QD as a FRET donor to excite the
phosphor; in the other examples, the QD merely serves as an
internal intensity standard for ratiometric sensing.
In addition to our work, there is one QD-based oxygen

sensor for solution-sensing applications. In this construct, an
imidazole-modified pyrene molecule was surface-bound to a
QD and served as the phosphor; this sensor used FRET for
signal transduction.232 We paired a ZnSe/CdSe/CdZnS core/
shell/shell motif QD with an OsII(bpy) or OsII(phen) complex

as the oxygen-responsive phosphor.233 The QDs were
solublilzed in water using n-octylamine-functionalized poly-
(acrylic acid), which features terminal carboxylic acids for
coupling amine-functionalized osmium(II) complexes. Because
of the high number of surface carboxylates, the sensor features
either 135 OsII(phen) or 57 OsII(bpy) complexes per QD.
Oxygen is detected by collisional quenching of the triplet metal-
to-ligand charge transfer (3MLCT) state of the osmium(II)
complex with molecular oxygen in a “turn-off” sensing scheme
(Figure 4b). Quenching of the excited state follows Stern−
Volmer kinetics:234

τ
τ

τ= + k1 [O ]0
q 0 2 (5)

where τ0 is the natural radiative lifetime of the phosphor, τ is
the lifetime of the phosphor at a given oxygen concentration,
and kq is the bimolecular quenching rate constant. Emission
spectra of these chemosensors exhibit features from both the
QD and 3MLCT of the osmium(II) complex. In the covalent
construct, QD emission is attenuated while osmium(II)
complex emission is enhanced relative to the free components,
indicative of a FRET interaction. Indeed, the quantum yield of
the 3MLCT band is increased in the construct, while the
lifetime of the QD decreases. FRET calculations indicate a 67%
FRET efficiency (R0 = 3.4 nm) for OsII(byp) and a 50% FRET
efficiency (R0 = 4.0 nm) for OsII(phen). Because the QD serves
as a two-photon antenna, the sensor displays a dramatic
enhancement of 3MLCT emission under two-photon irradi-
ation (λexc = 920 nm); emission is nearly undetectable for the
free osmium(II) complex under direct two-photon excitation.
In terms of the oxygen sensitivity, 3MLCT emission is
quenched by ∼20% in the presence of 1 atm of O2, while
QD emission is unaffected. This establishes a ratiometric
sensing profile in which [O2] can be determined by taking the
QD/OsII emission ratio. To further quantify the oxygen
sensitivity of the sensor, the OsII(phen) construct was studied
over an oxygen pressure range of 0−760 Torr. The sensor
displays Stern−Volmer quenching kinetics with kq = 1.8 × 109

M−1 s−1 or 3000 Torr−1 s−1.
The osmium(II)-based constructs lack sensitivity in the

biologically relevant 0−160 Torr range. To overcome this
limitation, we have utilized palladium(II) porphyrin complexes
as the phosphor.235 As an alternative to covalent strategies, we
sought to exploit the surface chemistry of QDs and use
supramolecular assembly as a means of conjugate formation. To
this end, a series of palladium(II) porphyrins with meso-pyridyl
substituents was prepared; this functionality enables the
phosphor to coordinate directly onto the surface of the QD.
Titration experiments reveal that porphyrins with two pyridyl
substituents in a cis motif bind most efficiently (KA ∼ 107 M) to
the QD because these compounds act as bidentate ligands on
the QD surface. Upon surface binding, QD emission is
quenched with a concomitant enhancement of porphyrin
emission (both excited-state lifetime and quantum yield). It was
found that these sensors display remarkably high FRET
efficiencies (94% with R0 = 4.1 nm) because of the judicious
selection of QD donor to maximize spectral overlap. As with
the osmium(II)-based sensors, emission of the construct under
two-photon irradiation (λexc = 800 nm) is substantial, whereas it
is undetectable for palladium(II) porphyrin alone. In terms of
oxygen sensitivity, porphyrin emission in the construct is
quenched significantly under ambient air, whereas the emission
intensity is ∼102 times greater in the absence of oxygen.
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Because QD emission is unaffected, the conjugate exhibits a
ratiometric oxygen-sensing profile.
While this system has been fully characterized in organic

solvents, a method of translating this system to an aqueous
environment was sought. To this end, we encapsulated the
preformed QD−porphyrin assemblies in a phospholipid
micelle. Qualitatively, the micelles display photophysical
properties and oxygen sensitivity similar to those of their
organic-soluble congeners. With a water-soluble sensor, the
oxygen quenching kinetics were studied in much greater detail.
Oxygen-dependent emission spectra were fit to a two-
component kinetic model, giving kq = 1.2 × 109 M−1 s−1 for
the dominant (∼85%) component of the fit. This model was
substantiated with oxygen-dependent lifetime measurements of
the sensor. Lifetime data were fit to a biexponential decay, with
the long component obeying normal Stern−Volmer kinetics
(eq 5) with kq = 1.0 × 109 M−1 s−1 and the short component
exhibiting a quenching sphere of action, giving an exponential
oxygen dependence, with kq = 4.5 × 108 M−1 s−1. On the basis
of these data, we propose that palladium(II) porphyrin resides
in two distinct environments in the micelle: (1) dispersed in
the hydrophobic “solvent” of the QD ligand and the oleate
groups of the micelle (displaying normal Stern−Volmer
kinetics); (2) bound on the surface of the QD (exhibiting a
quenching sphere of action kinetics due to modified
accessibility to the quencher). The chemosensor was studied
at 37 °C to determine the quenching parameters for calibrating
in vivo measurements. The long lifetime component gave kq =
1.7 × 109 M−1 s−1 at 37 °C.
In vivo imaging and lifetime-based oxygen measurements

were made by systemically injecting mice bearing dorsal
skinfold chambers or cranial windows. Vascular imaging was
performed using MPLSM with 850 nm excitation, and emission
light was collected in three separate optical channels: green for
QD emission, yellow for autofluorescence, and red for
porphyrin emission. The signal of the green channel is well
dispersed, while the red channel is quite variable, qualitatively
indicating differences vessel oxygenation (i.e., arteries vs veins).
Figure 8 illustrates the homogeneous distribution of the green
(QD emission) signal for two locations in a cranial window
model. A movie of Figure 8a that illustrates the steps through
the vasculature in three dimensions is provided as Supporting
Information. Qualitative differences in the intensity of the red
channel were observed to differentiate arteries from veins.

Lifetime-based measurements allowed in vivo oxygen levels to
be quantified. The ratio of the red to green channels provides a
ratiometric response as the green channel is invariant to
oxygen. However, differences in the scatter of red and green
photons complicate the use of in vivo intensity as a quantitative
measure of oxygen. For this reason, lifetime measurements are
more easily exploited to calibrate ratios at a given depth.

■ QD-BASED GLUCOSE CHEMOSENSORS
The use of glucose oxidase is a well-established method for
quantifying glucose concentrations using a colorimetric
assay.236,237 As a result, many QD-based glucose sensors
feature glucose oxidase appended to a QD surface as soluble
optical sensors,238−244 solid-state optical sensors,245−247 or
solid-state (photo)electrochemical/electrochemiluminescent
sensors.248−254 In these sensors, H2O2, which is generated
during enzyme turnover, quenches QD luminescence in optical
sensors or is detected electrochemically to quantify the amount
of glucose in the sample. Other enzymatic QD-based glucose
sensors use glucose dehydrogenase255 or a combination of
glucose oxidase and horseradish peroxidase256−258 to sub-
sequently manage the generated H2O2. In a related approach,
the generated H2O2 has been used to reduce AuCl4

− to Au,
resulting in the “biocatalytic growth” of Au nanoparticles, which
modulate QD luminescence.259

QD-based enzymatic glucose chemosensors complement the
earlier work of Mattoussi, Mauro, and co-workers.260 In these
systems, maltose binding protein (MPB) is bound to the
surface of a QD using a polyhistidine tag. The sugar binding
pocket of MPB is blocked with β-cyclodextrin-modified QSY-9,
resulting in FRET quenching of QD emission. In the presence
of maltose, the QSY-9 dye is displaced and QD emission is
observed. An alternative construct features Cy3-labeled MPB
bound to the QD surface. The Cy3 fluorophore serves as a
bridging donor and acceptor, the emission of which ultimately
serves to signal the presence of analyte. The sugar binding
pocket of Cy3−MPB is blocked with β-cyclodextrin-modified
Cy3.5. In the absence of maltose, FRET quenching of Cy3
occurs and only Cy3.5 emission is observed. When maltose is
present, the Cy3.5 dye is displaced and Cy3 is rendered
emissive.
In terms of nonenzymatic glucose sensing, FRET-based

sensors have exploited the assembly of two QDs with different
emission wavelengths261 or a QD and a Au nanoparticle as the
FRET pair.262 Solid-state glucose fiber-optic sensors have been
reported in which a QD serves as a FRET donor for an
acceptor fluorophore, rendering a ratiometric sensor de-
vice.263−265 In order to exploit direct glucose binding for
sensing, QDs have been modified with boronic acid, which
form cyclic ethers with saccharides, particularly those with cis
diols;266 in some cases, QDs have been immobilized in boronic
acid microgels.267,268 To date, only boronic acid derivatives of
viologens have been paired with a QD.269−271 We sought to
explore alternative fluorophores that exhibit higher glucose
selectivity and have an enhanced optical response.
2-Anthrylboronic acid exhibits modest fluorescence quench-

ing upon sugar binding.272 An analogous system was designed
in which an arylboronic acid is attached to the anthracene
fluorophore via a tertiary amine linker (1 of Figure 9b without
the 2-COOH moiety).273−275 Fluorescence is enhanced upon
glucose binding because photoinduced electron transfer is
circumvented.276,277 In this mechanism (Figure 9a), the lone
pair on the amine nitrogen quenches anthracene emission upon

Figure 8. In vivo images obtained from cranial window imaging with
micelle-encapsulated QD/porphyrin conjugates. Both parts a and b are
three-dimensional depth projections obtained from imaging over a
distance of 200 μm in 10 μm steps. The apparent “ridges” in the
vessels, particularly noticeable in the large vessels of part b, are due to
the mouse breathing.
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photoexcitation by donating an electron to the singly occupied
molecular orbital of the fluorophore. This interaction is
disrupted upon binding of the diol at boron, and hence the
anthracene fluorescence intensity is enhanced.
Compound 1 was prepared according to literature

methods.278 Previously, this compound has been immobilized
in a polymer matrix to afford a solid-state sensor. The
carboxylic acid moiety is needed as a functional handle to
attach the fluorophore to an amine-functionalized QD. The
photophysical properties and glucose sensitivity of 1 were
examined for samples prepared in a 1:2 mixture of methanol
and phosphate-buffered saline (PBS) at pH 7.0 at a
concentration of ∼10 μM. Compound 1 exhibits an absorption
maximum at 384 nm and an emission maximum at 437 nm
(Figure S2 in the SI). The absorption profile is unaffected by
glucose concentrations up to 28 mM (Figure S3 in the SI);
thus, the FRET efficiency in a QD−1 construct will be
constant. A dramatic emission enhancement is observed upon
titration of 1 with a PBS solution of glucose (Figure 10a). At
glucose concentrations above ∼3 mM, saturation is observed, as
can be seen in a plot of the relative emission intensity (I/I0) at
437 nm versus glucose concentration (Figure 10b). There data
were fit to the Hill equation:

=
+

y y
K

[Glu]
[Glu]

n

n nmax
D (6)

where KD is the dissociation constant (KD = 1/KA) and n is the
Hill coefficient, which is a measure of the degree of binding
cooperativity. If n > 1, then there is positive cooperativity; such
that the binding of one molecule facilitates subsequent binding
events. If n < 1, there is negative cooperativity such that the
binding of one molecule impedes the binding of additional
molecules. If n = 1, the binding is not cooperative, and each
binding event is independent. Analysis of the data in Figure 10b
furnishes KD = 0.43 mM (or KA = 2.3 × 103 M) and n = 0.98.
Given this Hill coefficient, glucose binding is not cooperative
and each binding event is independent. The equilibrium
constant compares favorably to that reported for the derivative
of 1 without the 2-COOH moiety (log KA = 3.6),274 indicating

that the presence of a carboxylic acid on anthracene does not
affect glucose association. While the sensor saturates above 5
mM, a linear response is observed at glucose concentrations
below 1 mM (Figure 10c).
To obtain appreciable FRET efficiency in a QD construct,

QD emission should be in the 360−400 nm range to maximize
overlap with the absorption of 1 while minimizing overlap with
emission of 1. To this end, we selected ZnSe as the
semiconductor because of its higher band gap relative to
CdSe, thereby enabling access to the desired spectral window.
ZnSe cores were prepared from diethylzinc (ZnEt2) and tri-n-
octylphosphine selenide (TOPSe; see the Experimental
Methods section for details). The growth process was
monitored using absorption and emission spectroscopy

Figure 9. (a) Mechanism of glucose sensing using a boronic acid
modified fluorophore. In the absence of glucose, the lone pair of the
amine nitrogen quenches the dye fluorescence via PET. When glucose
binds to the boronic acid, the strength of the B−N interaction
increases, allowing the dye molecule to fluoresce. (b) Molecular
structure of the glucose-sensing fluorophore 1 used in this study.

Figure 10. (a) Emission spectra (λexc = 384 nm) of 1 as a function of
glucose concentration: 0, 0.06, 0.11, 0.21, 0.42, 0.69, 1.39, and 13.88
mM. (b) Plot of the normalized emission signal at 437 nm versus
glucose concentration, exhibiting saturation above 5 mM glucose. (c)
Demonstration of the linear response of 1 at low (<1 mM) glucose
concentration.
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(Figures S4 and S5, respectively). The absorption and emission
spectra of the purified ZnSe QDs are presented in Figure S6. As
expected, QD emission nicely overlaps with the absorption
profile of 1 (Figure S7) with minimal emission overlap of the
two sensor components. Because the QDs exhibited a low
quantum yield, they were overcoated with ZnS, using ZnEt2
and bis(trimethylsilyl) sulfide, to passivate the surface. After the
addition of the reagents, the QDs were allowed to ripen, and
this process was monitored by emission spectroscopy (Figure
S8). A size-selective precipitation was performed to purify the
ZnSe/ZnS core/shell QDs. The two different fractions were
monitored with both absorption and emission spectroscopy
(Figures S9 and S10, respectively). The larger dots with a
thicker ZnS shell were used because they exhibited a more
intense band-edge emission at 380 nm with less intense surface
trap emission (broad feature centered at ∼475 nm). These
ZnSe/ZnS QDs possessed a relative quantum yield of 16%.
Conjugation of 1 to the PIL-coated QDs (25% free amine for

dye coupling; Figure 5b) was accomplished using NHS/DCC
coupling but with low yields. Presumably, the terminal amines
of the PIL coordinate to the QD surface to reduce the number
of conjugation sites on the polymer, resulting in low coupling
yields. Alternative coupling methodologies are being explored
to increase the conjugation yields279 including the use of
tetrazene and norbornene as a bioorthogonal reaction
pair.280,281 It has been demonstrated that this coupling strategy
is amenable to the PIL ligand.282 The amine on the PIL
polymer is masked with a carboxylate-functionalized norbor-
nene molecule, while the carboxylic acid group of the dye is
treated with an amine-functionalized tetrazine molecule. QD
ligand exchange is performed with the norbornene-modified
PIL polymer, and finally dye conjugation is accomplished via a
Diels−Alder reaction of the norbornene and tetrazene moieties.
Studies are currently underway to deliver this construct.

■ FUTURE PROSPECTS
The development of both solution-based and solid-state sensors
remains an active area of research. The former is useful for in
vitro and in vivo biological applications, whereas the latter can
be applied to analyze ex vivo biological samples (i.e., blood or
urine), environmental samples, and a variety of other
applications. This manuscript has endeavored to introduce
relevant principles for developing QD-based sensors for the
purpose of obtaining a metabolic profile of the tumor
microenvironment and providing new tools for the oncologist.
One primary concern with the use of QD-based sensors is their
toxicity. Overcoating QDs with an inert shell (ZnS or silica)
and/or using appropriate surface ligands (amphiphilic poly-
mers) dramatically diminishes QD toxicity, although long-term
leaching of Cd2+ ions from the core remains underexplored.
Other issues of toxicity involve colloidal instability of the QDs,
which leads to intracellular aggregation, as well as generation of
reactive oxygen species. These aspects of toxicity have been
more fully discussed in several reviews.118,283,284 For these
reasons, the QD-based chemosensors described herein are
limited to mouse models. These chemosensors may be
extended to the study of human tumor xenografts in animal
models to measure pH, oxygen, and glucose as a function of
therapy or disease progression. Clinicians can then utilize this
information to develop chemotherapy dosing regimens that will
have a maximal impact on a tumor.
To date, metabolic profiling has been underappreciated by

researchers interested in chemosensor design. This is

unfortunate because increased activity is needed to presage
advances for the development of new therapetutic protocols.
Other interesting targets for tumor biology are chemo-
therapeutics for the clinician to ascertain the quantity of a
drug that is actually delivered to a tumor and biological
metabolites of pathways that are affected upon administration
of a drug. The fundamental principles and representative
examples outlined herein may also be generalized for the
development of novel nanosensors for a variety of biologically
relevant analytes (Ca2+, nitric oxide, etc.) for medical
applications. Moreover, the approach described herein may
be extended beyond the biological milieu. The scope of analyte
detection may range from explosives and chemical weapons for
security applications to pollutants and heavy metals for
environmental applications.

■ CONCLUDING REMARKS

QDs offer a versatile platform from which to construct
nanoscale chemosensors. Because of their tunability and
exceptional photophysical properties, they serve as efficient
one- and two-photon FRET donors. Developments have been
made in QD ligand design to render stable constructs for
biological applications. We have demonstrated proof-of-
principle constructs for pH and oxygen sensing. QD conjugates
of SNARF-5F and porphyrins are sensitive to pH and oxygen,
respectively, at biologically relevant analyte concentrations.
These constructs have been used for preliminary in vivo
imaging and sensing. Our studies highlight the challenge of
making ratiometric measurements in vivo because the different
emission wavelengths of the QD and the fluorophore scatter
differently, thereby skewing measured ratios as a function of
depth. Also, the optical properties of tissue above the imaging
plane affect the collection of emitted photons at the objective.
We are currently performing simulations to model photon
scattering so that quantitative, meaningful ratios can be
obtained from in vivo intensity data. Although more difficult
to collect, lifetime data obviate many of these challenges, and
thus this method of detection should prove fruitful. The
continued development of QD−fluorophore chemosensors is a
worthwhile endeavor that expands the toolkit of oncologists
and clinicians so they may understand fundamental tumor
biology and accordingly develop new drug therapeutics and
protocols.

■ EXPERIMENTAL METHODS
Preparation of ZnSe/ZnS QDs. The ZnSe cores were prepared

by rapidly injecting diethylzinc (ZnEt2; 0.80 mmol) and tri-n-
octylphosphine selenide (1.0 mmol) dispersed in 4.3 mL of tri-n-
octylphosphine oxide (TOPO) into a round-bottomed flask
containing 7.0 g of degassed hexadecylamine at 310 °C. The flask
was then cooled to 270 °C, and QD growth was allowed to proceed
for 1 h. The crude cores of the reaction mixture were dispersed in
hexane, subsequently precipitated using methanol and n-butanol, and
then redissolved in hexane (λPL,max = 363 nm). The ZnSe cores were
further modified with a ZnS shell. The cores were dissolved in TOPO
(8 g) and n-hexylphosphonic acid (1.9 mmol) and heated to 160 °C
under vacuum. Then a ZnEt2 solution [0.41 mmol in 2.75 mL of tri-n-
octylphosphine (TOP)] and a bis(trimethylsilyl) sulfide solution (0.41
mmol in 2.75 mL of TOP) were slowly added (0.5 mL/min). The
QDs were then annealed at 80 °C overnight. The reaction mixture was
dissolved in hexanes and then precipitated with methanol and n-
butanol (first precipitation of Figures S9 and S10 in the SI; λPL,max =
380 nm). The recovered supernatant was precipitated with methanol
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(second precipitation of Figures S9 and S10 in the SI; λPL,max = 375
nm). All precipitated QDs were resuspended in hexane.
Physical Measurements. UV−vis absorption spectra were

acquired using a Cary 5000 spectrometer. Steady-state emission
spectra were recorded on an automated Photon Technology
International QM 4 fluorometer equipped with a 150 W xenon arc
lamp and a Hammamatsu R2658 photomultiplier tube. The relative
quantum yield of QDs (Φsam) was calculated using anthracene in
cyclohexane as the reference according to the following equation:

η
η

Φ = Φ
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝⎜

⎞
⎠⎟
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟A

A
I
Isam ref

ref

sam

sam

ref

sam

ref

2

(7)

where A is the measured absorbance, η is the refractive index of the
solvent, I is the integrated emission intensity, and Φref is the emission
quantum yield of the reference. Φref was taken to be 0.36 for a sample
of anthracene in cyclohexane.285

Multiphoton Imaging. Two-photon lifetime measurements were
made using a custom-built multiphoton laser-scanning microscope in
the Edwin L. Steele Laboratory, Department of Radiation Oncology at
Massachusetts General Hospital, as previously described.96 Sub-100 fs
laser pulses were generated at a repetition rate of 80 MHz in a mode-
locked Ti:sapphire oscillator (Spectra-Physics Mai Tai HP), which was
pumped by a 14 W continuous-wave Spectra-Physics Millennia diode-
pumped solid-state (DPSS) laser operating at 532 nm; the output of
the Mai Tai laser was tunable over the 690−1040 nm range. The laser
output was adjusted using a 10RP52-2 zero-order half-wave plate
(Newport) and a 10GL08AR.16 Glan-Laser polarizer (Newport) to
attenuate the power. The laser beam was directed into a custom-
modified multiphoton microscope based on the Olympus Fluoview
300 laser scanner. The output beam from the scanner was collimated
through a scan lens into the back of an Olympus BX61WI microscope.
An Olympus LUMPlanFL 20×, 0.95 NA water immersion objective
lens was used to focus the excitation light and collect the emission
light. NIR laser excitation light and visible emission light were
separated using a 750SP-2P AR-coated dichroic mirror (Chroma
Technology).
This MPLSM system was used to collect two-photon in vivo images

of severe combined immunodeficient (SCID) mice with surgically
implanted cranial windows, as previously described.286 Prior to
imaging, mice were anesthetized with Ketamine/Xylazine (10/1 mg/
mL) and subsequently treated with 150−200 μL of the QD−
porphyrin micelle oxygen sensor solution via retroorbital injection. For
imaging, 850 nm excitation light was used at a power of 400 mW.
Collected light was split into three optical channels: green for QD
emission using a 570 nm dichroic mirror and a 535/40 bandpass filter,
yellow for autofluorescence using a 585 nm dichroic mirror, and red
for porphyrin emission using a 690/90 bandpass filter. Each channel
was directed into a GaAs H7421-50 photomultipler tube (Hama-
matsu). After imaging, mice were sacrificed with a systemic injection of
Fatal-Plus.
For tumor imaging, SCID mice with surgically implanted dorsal

skinfold chambers (DSC)287 were implanted with a piece of LS174T
human colorectal adenocarcinoma tumor (∼1 mm diameter) from a
serially passaged subcutaneous in vivo source from the same murine
background in the center of the chamber. After 1−2 weeks, the tumor
was of appropriate size to conduct experiments (∼4 mm in diameter).
Prior to imaging, mice were anesthetized with isoflurane. The coverslip
of the DSC was removed, and a solution of the QD-SNARF-5F sensor
was applied to the tumor and allowed to diffuse for 5 min prior to
replacing the coverslip. Cascade blue dextran (∼500 kDa MW) was
administered by intraperiotneal (i.p.) injection to image the
vasculature. To monitor pH changes in response to glucose
administration, glucose (6 g/kg) was injected i.p. and the tumor was
imaged every 10 min for 90 min. For imaging, 800 nm excitation light
was used at a power of 40 mW. Collected light was split into three
optical channels: blue for Cascade blue dextran, green for QD
emission using a 565 nm short-pass dichroic mirror and a 535/40
bandpass filter, and red for SNARF-5F emission using a 660/50
bandpass filter. Each channel was directed into an HC125-02

photomultiplier tube (Hamamatsu). After imaging, mice were
sacrificed with a systemic injection of Fatal-Plus.
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